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Financial institutions are under a constant 
and growing cyber assault from hacktivists 
that want to cause online mischief, crimi-
nals that want to steal consumer data and 
nation-states that are looking for a military, 
political or economic advantage. In this in-
creasingly costly war, the focus is often on 
the latest hardware, software and analytics 
to fortify the defenses. While technical se-
curity controls are an essential weapon in 
the arsenal, organizations should re-double 
their attention on the weakest link in their 
security suit of armor—their people. This 
article explores the human side of cyber 
defenses, including both a look at the in-
advertent human errors and administrative 
failures that have contributed to some of the 
most significant cyber events and how ad-
ministrative controls are weaved into the re-
cently released Cybersecurity Framework.1 
Finally, this article offers some practical ad-
vice on how to improve the security posture 
of financial organizations with an increased 
focus on the “human element” and its role 
in cybersecurity.

Weaknesses in cybersecurity have had 
a significant impact on the financial ser-
vices sector. It has been reported that the 
financial service sector suffered more than 

one-third of all security incidents with con-
firmed data losses.2 The apparent targeting 
of this sector means that financial institu-
tions cannot afford simply to focus on the 
threats from external parties and malicious 
insiders in their efforts to protect against 
data security breaches. They also must ac-
knowledge and account for the behavior of 
their own internal employees and personnel 
in protecting sensitive organizational and 
consumer information. Indeed, a financial 
institution’s trusted insiders are the organi-
zation’s most valuable asset and, with in-
creasing frequency, its weakest security link 
in data security. Given the amount of social 
media, the widespread sharing of personal 
information, and basic human nature that 
errs on the side of convenience and ease of 
operation, insiders effectively act as a hu-
man sieve that is challenging to plug even 
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with the most high-tech security. As a result, em-
ployees, contractors, and vendors increasingly 
represent potential entry points for cyberattacks. 
However, that could be mitigated by accounting 
for the realities of human behavior and focusing 
on the function of internal employees and related 
personnel when implementing administrative se-
curity controls.

Who Are the Insiders and What 
Threat Do They Pose?

 “Insiders” include current or former employees, 
contractors or other vendors and service providers 
that an institution allows on its premises or access 
to its computing resources for legitimate, busi-
ness purposes. They also include anyone allowed 
to establish a trusted connection from outside of 
an institution’s parameters or control. Given the 
broad spectrum of those who an institution allows 
access but often has different levels of control over, 
risks arise with respect to creating and enforcing 
security measures that protect against the failings 
of basic human nature in these non-malicious in-
siders. Ultimately, no matter how much infrastruc-
ture or technology a company invests in, it is only 
as strong as its own people who are the first (and 
arguably most important) level of defense against 
the more routine, basic cyberattacks on financial 
institutions and other businesses.

The burden to protect consumer and financial 
data falls squarely on the shoulders of the institu-
tion that collects or maintains such data. This re-
sponsibility is substantial and can be exceedingly 
expensive both in the cost of creating and main-
taining an infrastructure and data security program 
and also in paying for damages after a breach oc-
curs. The Ponemon Institute’s 2014 Cost of Data 
Breach Study found that the average cost for each 
lost or stolen record containing sensitive informa-
tion was $201 per record.3 The federal government 
expects businesses to bear this expense and imple-
ment “reasonable” data security measures to pro-
tect the information. The challenge, however, is to 
provide adequate security given the variable that 
businesses cannot simply pay money to fix—hu-
man behavior.4 Thus, the issue arises as to whether 
“reasonable” security measures now must include 

some effort to address weaknesses in human be-
havior among insiders.

For example, the Federal Trade Commis-
sion (FTC), which enforces consumer protection 
laws, investigates privacy breaches to determine 
“whether a company’s data security measures are 
reasonable and appropriate in light of the sensitiv-
ity and volume of consumer information it holds, 
the size and complexity of its data operations, and 
the cost of available tools to improve security and 
reduce vulnerabilities.”5 The FTC’s standard does 
not expressly mandate certain elementary security 
conditions—such as password requirements—but 
failure to do so likely would raise concern. By way 
of illustration, the FTC obtained a consent order 
against a retailer arising from a data breach affect-
ing tens of millions of payment cards for failure 
to “provide reasonable and approximate security 
for personal information on its networks” where 
it, among other things, “did not require network 
administrators and other users to use strong pass-
words or to use different passwords to access dif-
ferent programs, computers, and networks.”6 A 
security program that did not include specific mea-
sures that would help mitigate human error would 
unlikely be considered “reasonable” in light of a 
resulting breach.

Other recent data breaches illustrate how at-
tackers continue to benefit from a company’s 
own insiders’ weaknesses, particularly employees 
and third-party vendors. Insider behavior—even 
if inadvertent—puts companies at risk from even 
unsophisticated plots to steal financial and con-
sumer information.

Unauthorized employee access to or use of infor-
mation has contributed a number of recent data se-
curity breaches. For example, AT&T Inc. recently 
informed consumers that it had encountered a data 
breach last August affecting about 1,600 custom-
ers.7 AT&T disclosed that an employee had im-
properly accessed customer data and may have 
obtained account information, including driver’s 
license and Social Security numbers.8

Similarly, unsecured access by third parties also 
has been the source of data security glitches. In 
a recent data breach affecting sandwich maker 
Jimmy John’s Franchise, LLC, hackers purport-
edly compromised consumer credit and debit 
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card data between June and September at some 
of Jimmy John’s company-owned stores and fran-
chised locations.9 According to Jimmy John’s, its 
investigation determined that an “intruder” was 
able to remotely access point-of-sale systems by 
using stolen third-party log-in credentials from 
one of Jimmy John’s point-of-sale vendors.10 
Likewise, International DairyQueen, Inc. suffered 
a data breach related to its insiders.11 In October, 
hackers reportedly installed malware on Dairy-
Queen systems by using “compromised account 
credentials” from a third-party vendor.12

A third-party weakness in the insider chain 
also served as the focal point of a data breach at 
Goodwill Industries International, Inc. Goodwill 
announced that between February 10, 2013 and 
August 14, 2014, malware installed a third-party 
vendor’s systems compromised certain of its cus-
tomers’ payment card information.13 Although 
Goodwill determined that there was no malware 
installed on any of its internal systems, the attack 
nevertheless impacted 20 of its members, or about 
10% of all of its stores, that used the same third-
party credit card processor on which the malware 
was installed.14

Financial institutions risk unauthorized access 
to their systems as a result of weak insider behav-
ior as well. In early October, JPMorgan Chase & 
Co. notified the Securities and Exchange Commis-
sion (SEC) that it believed a data breach impacted 
76 million households and seven million small 
businesses in June and July of this year, which 
compromised its “user contact information.”15 
Hackers apparently accessed the bank’s computer 
systems and servers after having obtained a list of 
applications and programs that ran on the bank’s 
computers and used it to access the bank’s sys-
tems through a vulnerable entry point.16 Here, an 
employee’s personal laptop reportedly served as 
the access point on which the hackers installed 
malicious software that allowed access into JPM-
organ’s network.17

How Can the NIST Framework be 
Applied to Insider Threats?

In February, the National Institute of Standards 
and Technology (NIST) released its inaugural 

Framework for Improving Critical Infrastruc-
ture Cybersecurity (Framework).18 As its name 
suggests, the Framework focuses specifically on 
cybersecurity related to “critical infrastructure.” 
The executive order that mandated the creation 
of the Framework defines “critical infrastructure” 
as those “systems and assets, whether physical 
or virtual, so vital to the United States that the 
incapacity or destruction of such systems and as-
sets would have a debilitating impact on security, 
national economic security, national public health 
or safety, or any combination of those matters.”19 
While many organizations or functions within the 
FinTech community do not fall within this narrow 
definition of “critical infrastructure”, the Frame-
work still provides a helpful reference for address-
ing cybersecurity risks. Specifically, the Frame-
work’s risk management approach and example 
controls can be used to evaluate and counteract 
the cyber threats caused by insiders.

Risk Management
The voluntary Framework sets forth a flexible 

risk management methodology that can be used 
to evaluate the risks associated with cyber threats 
that are faced by FinTech organizations of varying 
sizes, risk profiles and complexities.20 The Frame-
work’s approach is to identify those cyber threats 
that are applicable to the organization, assess the 
likelihood that each event will occur and the re-
sulting harm, and then address those cyber threats 
based on the organization’s self-selected risk tol-
erance. This approach is very likely similar to, if 
not the same as, the risk management methods 
that risk managers within FinTech organizations 
already use to assess financial, operational and 
other types of risks facing their organizations.

The Framework recognizes that cyber risk 
factors, including those associated with the 
cyber threats caused by non-malicious insid-
ers, are unique to a particular organization 
and cannot be determined in a one-size-fits-
all approach.21 This flexible approach allows 
FinTech organizations to address and respond 
to cyber risks in different ways that are com-
patible with their different sizes, complexities, 
resources, and risk tolerances. With respect to 
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the insider threat, the uniqueness is caused in 
part because FinTech organizations have dif-
ferent types and numbers of employees, uti-
lize contractors in different ways to fill vari-
ous internal functions, and have varied supply 
chains that collectively create a risk profile 
that is unique to each organization.

The first step in conducting the risk assessment 
is to identify those cyber threats that are pertinent 
to the organization. When applied to the insider 
threat, each organization has to first discover and 
then catalog those insider threats that are relevant 
to them. This discovery process usually starts with 
evaluating the number, type and location of all 
insiders—both internal employees and external 
contractors. It is important to understand how 
these insiders interact with the organization’s sys-
tems and data. For example, can they install un-
approved software on their organization-issued 
computers or connect to the network using their 
personal devices? Within many organizations a 
natural insider hierarchy will be present. There 
will be a small number of insiders at the top of 
the pyramid that have privileged access to mis-
sion critical systems and the organization’s most 
sensitive data. These trusted insiders, like system 
administrators and senior management, also are 
the most likely to have the most flexibility to cir-
cumvent security controls and often are subject to 
the least routine security monitoring. Given the 
different degrees of access, different types of in-
siders will present different types of risks. Since 
“insiders” also include individuals outside an or-
ganization, ways in which vendors and suppliers 
could negatively impact system security should be 
considered. For example, it is unlikely that prior 
to the breach of the vendor that processed credit 
card information for certain Goodwill members, 
Goodwill would have anticipated that the source 
vulnerability would have been caused by malware 
on its third-party vendor’s systems.

Then, once that assessment is done and based 
on this risk profile, the organization needs to de-
termine the probability that any one of these in-
sider risks will arise and, if it arises, what kind 
and amount of harm it will cause. Past incidents 
within an organization and within a sector are 
good indicators of the likelihood that a particular 

threat will present itself. Other types of common 
threats—lost devices, phishing emails, written-
down password—are all almost guaranteed to 
happen in any sizeable organization. With re-
spects to quantifying the harm, remember, that 
it should not be limited to financial harm. Con-
sideration also should be paid to the operational 
impact, damage to reputation, loss of good will, 
and other forms of qualitative harm. In addition, 
security incidents also increase the occurrence 
of litigation, government action, negative media 
coverage, or other damaging events beyond direct 
financial harm. All of these adverse impacts of a 
potential security incident need to be considered 
in the risk analysis.

Finally, many organizations will then rank in 
order the various risks that they face based on 
the product of this probability score and the es-
timated harm level. Those incidents that are the 
most likely to occur and that could cause the most 
amount of harm rise to the top of the ranked list. 
A very harmful incident that is not likely to oc-
cur might be ranked below less harmful incidents 
that occur more frequently. This ranking can be 
helpful in comparing threats with varying degrees 
of likelihood and harm, and also for prioritizing 
those threats that, assuming limited resources, 
should be addressed first. There is one type of 
exception that should be noted: black swans.22 
There are some highly improbable security inci-
dents that obtain a higher prioritization and get 
addressed even though they are very unlikely to 
occur because they could cause extremely nega-
tive impacts on an organization.

Finally, once the organization conducts a risk as-
sessment, it can perform a gap assessment to deter-
mine whether they have sufficient administrative, 
technical and physical controls in place that effec-
tively compensation for the identified risks.

Framework’s Example Controls
The Framework also provides an example set of 

controls that can be used to address cyber threats 
from insiders. These controls are organized into 
five functional groups: identify, protect, detect, 
respond and recover.23 The administrative, physi-
cal and technical controls provided within the 
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Framework are not exhaustive or exclusive; they 
cannot be applied blindly, but are a helpful start-
ing place for organizations that do not otherwise 
already have a security program that addresses in-
sider cyber threats.24 Within each function group, 
there are several categories of controls that are 
especially relevant to addressing the inadvertent 
or unintentional cyber threats caused by insiders.

Business Environment
One of the most important activities an organi-

zation can perform is to thoroughly understand 
the contours of its environment.25 Where the data 
is stored, what systems and applications are be-
ing used, and how individuals within and outside 
of the organization are interacting with systems 
and data. A common exercise is to map the flow 
of data through the point in time it is collected, 
where it is processed and stored, when and how 
it leaves the organization, and how it is securely 
destroyed. If an organization does not know what 
data it has and how that data is being used, then 
the organization cannot apply the appropriate se-
curity controls or, potentially, even know when a 
system has been compromised or data has been 
breached or removed.

For many organizations, their use of contrac-
tors and vendors also has a significant impact on 
their security posture. Just like an organization 
must understand its own systems, an organiza-
tion also must understand the dependencies and 
contingencies created by external parties that con-
nect into its systems or that supply its hardware 
or software. As demonstrated by the recent credit 
card breaches at Goodwill and DairyQueen, cy-
ber attackers will look for and exploit an organi-
zation’s weakest link, including those outside of 
it. Knowing and understanding the larger picture 
will allow security teams to implement those pre-
cautions that are appropriate across an organiza-
tion’s entire environment.

Awareness and Training
The cliché is true, knowledge is power. Most 

insiders are well-intentioned and do not purpose-
fully try to create security vulnerabilities for their 
organizations. However, if insiders do not under-

stand what security threats can be avoided and 
how to utilize the security tools that exist within 
their organization, they will not be in a position 
to help their organization avoid or mitigate secu-
rity threats.

The Framework’s example controls make clear 
that all insiders need to be trained.26 Importantly, 
this includes executives and outside vendors.27 
Attackers frequently target executives with spear-
phishing emails and other directed tactics because 
the attackers know that these insiders are often 
given broad (and unnecessary) access to many 
systems by default, frequently have very poor se-
curity hygiene and, unlike other lower-level em-
ployees, are not always subject to the same level 
of network surveillance or security controls.28 
Just like internal employees, contractors and 
vendors also need adequate security training and 
awareness.29 To minimize the risk of co-employ-
ment issues, organizations often require vendors 
to represent that their security training satisfies 
a minimum standard or, alternatively, to deliver 
training to their own employees based on content 
developed by the organization.

The fact that all insiders need to be trained does 
not mean that they should all be trained on the 
same content or in the same way. Training should 
be based on the insiders’ roles and responsibili-
ties; for example, general security training should 
be different from the training provided to secu-
rity personnel. Raising the security awareness of 
insiders is probably the quickest and most cost-
effective way to increase an organization’s secu-
rity posture. The following section provides some 
recommendations on how security training can 
be more effectively provided to all of an organiza-
tion’s insiders.

Access Controls
One of the most common insider caused vul-

nerabilities that results in the loss of data is when 
the attacker takes advantage of network access 
rights granted to a legitimate user.30 For example, 
compromising an administrator’s network user-
name and password, which already has the abil-
ity to access many different systems, or exploiting 
the organization’s internal identity management 
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systems to elevate the privileges of a lower-level 
employee’s network username and password that 
have been compromised. An organization makes 
this type of attack even easier when it has not ap-
propriately limited a user’s access level based on 
the user’s function and role within the organiza-
tion and, thus, has given the user broad access by 
default. Once this type of username is compro-
mised the attackers have immediate access to a 
wide range of systems.

The Framework provides example controls that 
address multiple aspects of network access. First, 
it includes example controls that recommend that 
local and remote access be actively managed by 
the organization and not set by default.31 While 
organizations frequently pattern a new user’s 
access rights based on an existing user, this can 
set a dangerous pattern of giving users access to 
systems based on convenience and not based on 
need. The example controls also recommend that 
organizations consider separating duties and seg-
regating system access.32 Like the launch keys on 
nuclear submarines, it is increasingly common to 
require two independent passwords from differ-
ent administrators before restricted systems can 
be used to take especially sensitive actions, like 
exporting large amounts of data or adding other 
administrative users. This helps to reduce risk be-
cause both of the separate passwords would have 
to be compromised before the attacker could 
take the action. Within a FinTech organization, 
this heightened level of access control may be 
appropriate for the encryption key management 
system or tokenization system that, if accessed, 
would allow an attacker to access the organiza-
tion’s most sensitive systems or data. This is not 
without costs; this type of dual key system adds 
complexity and additional time to any process 
that is dependent on getting both individuals to 
initiate the action.

Many organizations are also implementing 
physical and logical segmentation to those sys-
tems that have the highest risk, like those systems 
that maintain credit card data. Some FinTech 
organizations are building separate and discrete 
networks to make it more difficult for attackers 
to get access to these highly-restricted systems via 
compromising another part of the internal net-

work. For instance, network segmentation is a 
recommended, but not a required, method to lim-
it the scope of the Payment Card Industry Data 
Security Standard.33 Many organizations are us-
ing segmentation to de-scope parts of their net-
work and lower their compliance burden. How-
ever, a drawback to segmentation is that it can be 
very expensive to implement and it can cause ad-
ditional operational complexities for systems and 
applications that were originally implemented on 
a flat network.

Lastly, the Framework recommends that an 
organization grant the lowest level of access by 
default and higher access only by exception af-
ter review and approval.34 This “least privileges” 
approach is a common starting point because a 
user’s internal access rights will often naturally 
increase over time. Access rights need to be re-
viewed periodically to ensure that the rights are 
still appropriate for the insider’s position within 
the organization. This review is especially impor-
tant and often overlooked when an individual 
changes roles within an organization.

Data Security
The Framework, like many other security stan-

dards, puts a good deal of emphasis on applying 
security controls to the data itself so that the data 
is protected in storage and transit. The Framework 
avoids recommending or referencing any particu-
lar type of technology, but data security techniques 
like hashing, encryption and tokenization are be-
ing used by many FinTech organizations. These 
techniques help protect sensitive data, like pay-
ment information and passwords, while they are 
stored in or processed by internal systems.

The Framework recommends that organiza-
tions have formalized processes and procedures 
that address the removal, transfer and destruction 
of data.35 These points of transition—like when 
data is being moved between systems or when it 
is scheduled to be destroyed—are when the data 
is the most susceptible to compromise. This is be-
cause the data is commonly unshackled from the 
protections that were applied when the data was 
at-rest so that it can be processed or inspected. 
While many organizations readily see the need to 
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protect the transmission of data when it leaves 
the boundaries of their network, more and more 
organizations also examining how to protect in-
ternal-to-internal data transmissions to limit an 
attacker’s ability to access the data from other 
unrelated internal systems. In addition to pro-
tecting the data directly, organizations frequently 
implement data loss-prevention tools to monitor 
the movement of data and proactively attempt to 
stop the transfer of certain sensitive data elements 
(e.g., Social Security numbers, driver’s license 
numbers, or payment card information) before 
they leave the network.

Data security is particularly helpful because 
even when attackers gain access to a network or 
systems, if the data itself is protected it may be of 
no or limited value.

What is the Role of Counsel in 
Helping Address the Insider Threat?

Today’s cyberattacks come from a variety of di-
rections. Even those that originate outside of an 
organization often leverage a vulnerability caused 
by a legitimate user inside of, or connected to 
the organization’s network. Organizations that 
work to increase their understanding of how their 
own insiders can impact their overall cyber ex-
posure can use this understanding to significantly 
improve their overall security posture. In-house 
counsel have certain knowledge, skills and experi-
ence that can be used to help their organizations 
address this insider threat.

The following outlines three core recommenda-
tions that organizations can use to better address 
the non-malicious insider threat. First, apply en-
terprise risk management programs to cybersecu-
rity risks, including those risks created by insid-
ers. Next, increase the frequency and relevancy 
of security training. Make sure that everyone 
has training designed to raise their awareness of 
those security threats that they are likely to face 
in their role. Lastly, the security tools used by an 
organization to protect its data and systems must 
be “easy” for the average insider to use. Security 
tools that get in the way of productivity or im-
pede legitimate business activities will eventually 
be bypassed. Security needs to be incorporated 

into the day-to-day operations so that security is 
in place by default and not by happenstance.

Risk Management
As discussed above, organizations need to ap-

ply their formal risk-management processes to 
cybersecurity. This risk examination cannot focus 
solely on external factors but must also include 
those threats from within. The training and ex-
perience of attorneys makes them a specialized 
form of risk manager. They often have experi-
ence in helping their clients understand, predict 
and quantify legal risks. Counsel can utilize this 
experience to help assess different cybersecurity 
risks associated with their organization’s insiders.

An organization’s attorneys should volunteer 
to participate with their business peers in the pe-
riodic cyber-risk assessment sessions. In addition 
to their experience as risk evaluators, attorneys 
may also have firsthand knowledge of particular 
insider problems that are already plaguing the 
organization. This is important because the list 
of relevant threats should include those incidents 
that are already occurring within the organization 
or within its sector. In addition, the risk assess-
ment should also look at insider threats that are 
common to all organizations, or relevant to unre-
lated entities outside their sector but that utilize a 
common infrastructure or systems.

However, some attorneys have a reputation for 
being too risk-averse, which could impede rather 
than enhance data security efforts. Thus, counsel 
should keep two ideas in mind to optimize their 
participation in the risk-assessment sessions. First, 
the primary objective in any risk-management 
exercise is to prioritize risk and not eliminate it, 
an impracticable and impossible task. This pri-
oritization will help an organization to determine 
which risks should be addressed first, which can 
be deferred until later, and which can just be as-
sumed by the organization and not addressed 
at all. This is especially important because most 
organizations do not have an unlimited amount 
of resources—financial, time or human—to try 
to tackle every possible risk. Those risks that are 
unlikely to happen, are adequately contained by 
existing mitigation efforts, or that only result in a 
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negligible amount of harm can be de-prioritized. 
Some attorneys will have to adjust their own per-
sonal risk aversion and get comfortable with the 
fact that some risks will be left unaddressed.

Second, threats should not be viewed through 
a worst-case scenario prism. Not all risks will 
cause cataclysmic damages to, or bring about 
the end of the organization. Cybersecurity risks 
should be kept in perspective and normalized 
for other comparable risks, and the ultimate risk 
level may be lowered with the use of effective 
compensating controls. Counsel may need to 
rein in their sky is falling mentality in order to 
keep these risks in perspective.

Counsel may take the same types of skills that 
they already use to evaluate litigation, regulatory 
and other legal risks and apply those to assessing 
this type of cyber risk. So long as counsel can re-
member the objective of the risk assessment and 
can check any personal tendencies to be too risk-
averse, they can be a valuable part of the team and 
help their organizations become more risk-aware.

Training and Awareness
Insider education and awareness is one of the 

most important and cost-effective approaches 
that any organization can take to increase their 
security. Given the unavoidable “human factor,” 
an organization’s security teams will have to 
work hard in order to make the security controls 
as easy and as transparent as possible for insid-
ers. Insiders serve on the front lines of the secu-
rity defenses and, without proper training, they 
will open the doors and let the attackers in. Yet, 
with proper training, they can add another criti-
cal layer of defense that may be able to stop the 
attack or ring the alarm when they witness sus-
picious activity. In order for insider training to 
be effective, it must be relevant and timely, must 
include all of the insiders, must address personal 
devices and social media, and must allow insid-
ers to sound the alarm when they observe secu-
rity anomalies.

Security training should be appropriate and 
germane to the insider’s role in its organization. 
It is no longer sufficient to sit everyone down on 
their first week and have them listen to the se-

curity training video or “sign off” on the secu-
rity manual, which may or may not have been 
updated in a couple of years. There must be base-
line security training on topics that are applicable 
to all insiders, such as secure password practices, 
email safety, connecting to the corporate network 
from home, reporting security violations, etc. 
Then, additional security training may be cus-
tomized so that it relates to those specific threats 
that each audience of insiders is likely to face. For 
instance, employees in a call center need to know 
more about social engineering and how to prop-
erly store sensitive customer information in the 
designated fields of customer databases. Mean-
while, application developers may need special-
ized training on secure coding practices because 
that is relevant to their role. This tailored training 
may be grouped for insiders with similar roles.

Organizations are also experimenting with 
just-in-time and contextualized learning. This is 
training that is delivered right before the content 
is needed and in context with the user’s actions.36 
For example, if an insider was reviewing instruc-
tions on how to use the organization’s email pro-
gram, the instructions would also provide con-
textual security training on why not to open at-
tachments from unrecognized senders and how to 
report emails that appear to be phishing for infor-
mation.37 Similarly, some organizations are start-
ing to introduce training content outside of their 
formal training systems, like security newsletters, 
security awareness activities, and short 30-second 
security “commercials” that play when a user first 
logs into their computer. Training offered once a 
year or just at the time of hire is not enough; in 
order to raise security awareness organizations 
must find dynamic ways of regularly introducing 
security training amongst their insiders.

The training should be short. Research conduct-
ed on the edX’s open online course library suggests 
that the optimal length of video-based training 
should be six minutes or less, otherwise trainee en-
gagement starts to drop.38 At this short length, se-
curity topics need to be broken up so that they can 
more easily be segmented into short training mod-
ules. Shortened training courses also benefit the or-
ganization because they are easier to schedule and 
are less disruptive to business operations since they 
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do not require insiders to be away from their work 
for long periods of time. Also, shorter training ses-
sions can be given more frequently throughout the 
year without being more of a burden.

The more rights and access that insiders have 
within an organization means that they will need 
more training and a higher degree of security 
awareness. A group that commonly gets bypassed 
by the required training is the organization’s se-
nior managers. Often they are “too busy” or no 
one wants to bother them to make sure that they 
have taken the required security training. This is 
especially dangerous for this group because they 
are frequently targeted by attackers as they often 
travel outside the office necessitating that they 
connect to untrusted networks that are more dif-
ficult to secure, often use the newest devices that 
have not been fully vetted, and are also more 
prone to lose their phones or laptops. These in-
dividuals also routinely have default access to a 
broad set of systems and data, which means when 
their accounts or devices are compromised, the 
attackers are able to obtain a wealth of informa-
tion directly or have the de facto means to access 
other internal systems. Organizations will have to 
find innovative ways to raise the security aware-
ness of their senior managers.

Training today is not limited just to organiza-
tion-issued devices and internal systems. Even 
when an organization has not adopted a “bring 
your own device” policy, more and more insiders 
are using their personal devices to conduct busi-
ness by accessing their work email on personal 
smartphones or connecting back into the corpo-
rate network from their home PC. The recent data 
breach at JPMorgan that affected more than 70 
million households reportedly originated when 
attackers were able to install malicious code on a 
bank employee’s personal computer and then uti-
lized that compromised personal device to move 
further into the bank’s internal systems.39 Any 
device that connects to or communicates with an 
organization’s internal systems has the potential 
to be a way in to steal its data. Thus, effective 
training needs to address when and how individu-
als may use their personal devices for work and, 
when permitted, what steps must be taken to help 

protect the systems and data while they are con-
nected to the network.

Training, however, cannot be limited to per-
sonal devices. More and more people are using 
social media for both personal and professional 
reasons. Training should caution insiders about 
sharing information online that could com-
promise an institution’s security. For example, 
“out-of-office” email notifications illustrate a 
potential weakness. If an employee’s title is “se-
nior database administrator” and that employee 
broadcasts to the world that she will be away on 
vacation in a region where she will not be check-
ing her work email, she may just be signaling to 
a prospective attacker that they should try to 
change her network password through social en-
gineering during a time when she is less likely to 
notice any changes to her password. Lastly, social 
media may be a threat itself since there have been 
reports that some cyber criminals may be posing 
as recruiters in order to identify and compromise 
an organization’s insiders.40

Finally, insiders have to be able to sound the 
alarm. Training and security awareness materials 
that provide clear directions on when and how to 
report suspected security breaches serve to boost 
data security efforts. An organization cannot take 
advantage of the thousands of ears and eyes as-
sociated with its insiders unless it has a systematic 
way to funnel their reports to its security teams. 
Easy to use email addresses or telephone hotlines 
are one way to encourage insiders to report po-
tential security more quickly. When reported, an 
organization must have the teams and response 
plans in place and be ready to respond. There 
is nothing worse than when someone promptly 
alerts an organization to a security problem only 
for it to remain unread or not responded to be-
cause the organization failed to appropriately 
staff or prepare its security teams.

An organization should also consider how its 
external contractors and vendors may report sus-
pected security problems. If they are not able to 
access the same mechanism used by its employ-
ees, the organization should consider establishing 
clear points of contact that can be provided dur-
ing the vendor on-boarding process. Relying on 
vendors to contact their business point of contact 
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with security concerns may take too long and be 
a less reliable way to get this information into the 
hands of the teams that are prepared to respond.

Counsel can help in two ways. First, they must 
take the security training and awareness courses. 
Counsel often have access to the most sensitive 
and proprietary information within an organiza-
tion. Being trained will help ensure that they are 
properly protecting this information when it is 
saved or shared in and outside of the organiza-
tion. Being properly educated about how to use 
the security tools available within the organiza-
tion should also help its attorneys from inadver-
tently creating security problems. Secondly, inside 
counsel must be a cheerleader for good security 
practices. As they work with internal clients, they 
should set a good example of how to follow the 
organization’s security protocols. When their in-
ternal clients or legal colleagues need security as-
sistance, they should direct them to the training 
and awareness materials that are available. Even 
better, they can connect them with someone in the 
security department that can help apply the ap-
propriate security controls to their business proj-
ect. If counsel assist with contract negotiations, 
they should make sure the vendors have been run 
through the organization’s security due diligence 
process so that any security considerations can be 
included in the contract.

A properly administered security training and 
awareness program can be a cost-effective way to 
increase the security of an organization. In order 
to leverage an organization’s insiders to assist in 
its defense, it must equip them with the knowl-
edge about how to use the existing security tools 
that are available and how to promptly report se-
curity issues to the organization’s team of security 
first-responders.

Security Must Be Easy and by Default
The reality (and challenge) is that security is 

inconvenient. It takes longer, it is harder, and of-
ten gets in the way of whatever the organization’s 
insiders are trying to accomplish. To be effective, 
security needs to be easy. In order to be easy it 
needs to be automatic. It needs to be running in 
the background and as transparent as possible to 

the insiders. Automated security controls—like 
end-to-end encryption and data loss prevention 
systems—that can be running without any action 
or intervention from insiders are more likely to be 
effective. They are more effective because they are 
less likely to get in the way of business activities, 
and then get turned off or circumvented by insid-
ers. In addition to being automatic, security also 
needs to be the default in as many areas as pos-
sible. Insiders are creatures of habit; they are not 
likely to turn security on without prompting, but 
they are also not likely to turn security features 
off unless they are given a reason.

An insider already has too many passwords. 
The average person is trying to remember the 
passwords for 25 personal and professional ac-
counts at any given time.41 To make matters 
worse, it is common to have different password 
complexity requirements—minimum number of 
characters, use of uppercase and lowercase val-
ues, mix of numbers, letters and special charac-
ters—that makes it more difficult for someone 
to remember all of their passwords. As a result 
insiders are doing one of two things. They are 
writing down their passwords—on sticky notes 
under their keyboard, in notes on their phone 
or, even worst, in files kept by their administra-
tive assistant. Or, they have adopted a scheme to 
make the password easier to remember which in 
turn usually makes the password easier to guess. 
FinTech organizations can help by consolidating 
the number of passwords that are needed within 
the organization. This frequently is facilitated by 
a single-sign-on system that allows insiders to use 
a single username and password to login to all or 
many of the standalone systems that formerly re-
quired a unique username or password. Reducing 
the number of passwords will increase the secu-
rity of the organization because fewer passwords 
will be lost or compromised as a result of poor 
password habits.

FinTech organizations can also help by evaluat-
ing new methods of allowing users to create pass-
words that are both difficult to crack and also 
easier to remember (without the sticky notes). 
Early research out of Carnegie Mellon Univer-
sity’s CyLab suggests that it is actually more se-
cure to allow the use of passphrases instead of 
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complex passwords.42 A passphrase is a string of 
common words that are otherwise unconnected 
and have no meaning on their own. For instance, 
a passphrase could be a color, animal, thing and 
place—”OrangeGoatBusNewYork.” The pass-
phrase ends up being longer than the average 
8-to-10 character passwords and because it can 
be expressed in a standard sentence (“I saw an or-
ange goat driving a tour bus in New York”) pass-
phrases are easier to remember. A passphrase like 
the above has 93.1 bits of entropy which would 
take billions of years longer to crack then a stan-
dard 8-to-10 character password.43

Another principle of human nature to keep in 
mind is that people cheat. When things become 
too difficult, when they run out of time, or when 
security becomes an impediment to accomplish-
ing a business priority, even well-intentioned in-
siders will cheat. Cheating is usually a signal that 
security programs are causing friction within the 
organization. To help reduce this friction, strin-
gent security controls should only be applied on 
an as needed basis because applying them too 
broadly will encourage more cheating. Addition-
ally, many security controls are launched with 
very little or no user testing. The result is that the 
controls work well in theory but not in practice. 
They do not interoperate well with other inter-
nal systems, are not intuitive enough for insiders 
to understand how to use without more in-depth 
training, or do not mesh well with the culture 
of an organization. Security departments should 
conduct extensive user-acceptance testing, solicit 
and incorporate feedback and rigorously test the 
new insider-facing security systems before they 
are deployed into production. This up-front work 
will help to minimize the number of insiders that 
fail to utilize the security controls or, because they 
interfere with existing business practices, try to 
circumvent the organization’s controls.

When insiders violate the organization’s secu-
rity rules there must be enforcement with mean-
ingful consequences. Rules that are not actively 
enforced are not effective. A lack of consequences 
within an organization suggests that security is 
not a valued priority. Enforcing an organization’s 
security rules demonstrates that security is a pri-
ority and an important value to the organization. 

Adequate enforcement also helps create a culture 
of personal responsibility that reinforces that all 
insiders, at all levels, have an important role in 
helping protect the organization’s electronic as-
sets. Building this culture has to start at the top, 
if an organization’s senior managers openly boast 
about not following the internal security proto-
cols or ignoring security standards when imple-
menting business projects, then their teams will 
get the message that security is not important, it 
is not a priority, and can be openly circumvented 
without consequence.

As noted above, cheating is usually a symptom 
that one of the controls is causing friction with-
in an organization. There are several common 
things that might be causing this friction. First, 
the security controls are overly restrictive. Orga-
nizations should apply the most onerous security 
controls only to their most sensitive systems and 
data. If they try to apply those same heightened 
controls everywhere and to everything, then they 
are not recognizing that there are varying degrees 
of security and not everything needs maximum 
protection. An organization’s security programs 
need to be balanced and reasonable, given the 
associated riskiness of the situation. Second, the 
friction may be a signal that the security control is 
not well-implemented from within the organiza-
tion. If the control does not work well with other 
internal systems or interferes with legitimate busi-
ness practices, insiders will always choose busi-
ness priorities over security considerations. This 
underscores the importance of conducting an im-
pact assessment and user-acceptance testing; in-
deed, the organization should treat the roll-out of 
new security controls much like it would roll out 
any new consumer product to help ensure that 
the control can and will be adopted. Last, failure 
to adopt may result because insiders do not know 
how to adopt the control, or do not understand 
the importance of the control. An organization 
can minimize this point of friction with a good 
security training and awareness program.

Conclusion
FinTech organizations are under a constant and 

growing cyber assaults from attackers that want to 
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disrupt their systems and steal their data. In addi-
tion to traditional hardware- and software-based 
security controls, FinTech organizations should 
evaluate and address those cyber risks caused by 
its insiders—both within and outside of their orga-
nization. These insiders have been the root cause of 
recent cyber events and organizations can increase 
their security posture by increasing their focus on 
addressing these insider threats.

Nevertheless, organizations that can incorpo-
rate the insider threat into their risk assessment, 
increase their focus on security training and 
awareness, and work to make their security con-
trols easier and more transparent will improve 
their ability to identify, respond to and recover 
from cyber threats caused by insiders.
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