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  By Jeremy Ben Merkelson, Wendy Kearns, Michael Borgia and Tanner Harris  

  Imagine a gadget that allows employers to monitor their workers' brainwaves through tiny electrodes hidden inside 
a keyboard or mouse that sends real-time displays to evaluate emotions, alertness, stress and productivity levels. 
Not long ago, you'd have thought this concept too farfetched for serious consideration. But advances in 
neuroscience and artificial intelligence are converging - some say the growth is "on steroids"1 - to provide an 
affordable and widely available generation of neurotechnology devices that will soon become a pervasive and a 
regular part of the work landscape. We examine the groundbreaking workplace applications of neurotechnology 
under development today, including the potential to help detect and aid early intervention efforts to resolve 
problems of fatigue, burnout, fraud, trade secret misappropriation, and other sanctionable workplace activity, and to 
boost productivity and worker development. But there are also obvious inherent ethical risks, legal issues, and 
apprehensions focused on possible irresponsible use of such powerful technologies. Legal risks include those 
related to biometric data collection, workplace privacy, and perceived or real disability discrimination, among other 
concerns. As science and technology move into uncharted territory, employers will have to navigate these legal 
issues for the first time, often with little precedent or guidance.  

  I. What is Neurotechnology?  

  Although not yet a frequent topic in legal trade journals, sales of neurotechnology- i.e., technology used to collect, 
process, and analyze brain or nervous system activity and functionality-are exploding. The science is rapidly 
advancing.2 The market is growing at a compound annual rate of 12% and is expected to reach $21 billion by 
2026.3 Neurotechnology is a unique field because of how closely connected it is to identity, agency, and 
accountability through human cognition.4 The tech relies on well-established functional neuroimaging techniques, 
such as fMRI5, EEG6, and fNIRS7, commonly used in medicine and neuroscience research. A key advancement in 
neurotechnology is Brain-Computer Interfaces, which allow two-way interactions between the brain and machines.8 
While some types of advanced neurotechnology already on the market require small surgical procedures to insert 
implants in the body,9 less invasive technology is also becoming a realistic option for employers.10 So is the 
application of neuroimaging as a powerful tool for analyzing inner thoughts and perceptions. Coupled with neural 
decoding methods, raw neurological data can now reveal intentions, visual perceptions, conceptual knowledge, 
memory, emotions, moods, dreams, beliefs, consciousness, and pain.11 Enhancements in the application of neural 
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analysis have led to neurotechnology quickly becoming a new way of evaluating mental states with many 
commercial and managerial applications.  

  Applications for neurotechnology in employment settings include the use of EEG to monitor fatigue and boost 
safety. One company sells a fatigue tracking headband, embedded with EEG sensors, that transmits data via 
Bluetooth to support efficient and cost-effective monitoring of employees while working.12 It can detect an 
employee becoming dangerously drowsy and sends an early warning alert to both the employee and the 
manager.13 These are applications that even employees may support, given their ability to promote safety and 
prevent serious accidents, for example, by alerting long-distance truck drivers when it is time to take a rest break.14   

  Other applications boost productivity by employing cognitive responses as opposed to physical ones to more 
efficiently process information. One product's image classification system optimizes complex decision-making by 
providing a shortcut to the human brain. The software, combined with EEG, can distinguish the characteristic 
response of a human brain, flagging data without a physical human response. In an application for TSA purposes, 
for example, an operator sits in front of a computer wearing an EEG headset and watches x-ray images rapidly 
appear and disappear at a rate of three images per second. The human brain can process visual imagery very 
quickly, and once the stream ends, the computer screen shows an album of images "flagged" by the operator's 
brain, such as those that show hidden firearms. The decision-making process to determine whether there's a gun in 
complex images reportedly takes just 300 milliseconds with no physical action required from the operator.15   

  The neurotechnology imaging applications may also decode mental states, supporting stress management, work 
environment responsiveness, and activity monitoring. One company's electric earbuds allow employers to monitor 
employee mental states, providing insight into employees' levels of focus and stress. Based on this monitoring, 
employees could be directed to focus on what they are best able to handle at that moment.16 Another company 
sells a product that produces real-time neurophysiological assessment of employee workloads, with the goal of 
promoting employment decisions that optimize productivity and employee satisfaction. The sky appears to be 
virtually limitless in this new frontier, with projected uses that could transform and enhance workplace attentiveness, 
productivity, and efficiency. But as the technology gets more advanced, the legal risks and ethical concerns get 
more complicated.   

  Employers that use these technologies could use them for more than just preventing accidents, addressing 
fatigue, and helping workers focus on more productive tasks. They also could engage in detailed behavioral 
monitoring - for example, employers could tell whether an employee whose digital footprints show both work activity 
and non-work activity occurring simultaneously is actually focused on what they are supposed to be doing at 
work.17 Of course, employers already use technologies that can monitor employees' activities and productivity, 
such as software that monitors employees' use of their work devices. But neurotech would take this monitoring in 
an entirely new direction, providing insights not simply into what employees are doing on a particular device but 
also into what is going on in employees' heads. Tech that decodes mental states inevitably raises concerns about 
mindreading or neurotechnological thought apprehension that provides insights into mental states such as 
memories, emotions, and intentions.18 The question of whether neurotechnology does or will soon enable 
mindreading is up for debate (depending, of course, on how mindreading is interpreted). Some believe it is a matter 
of time before neurotechnology enables the interpretation of mental states in real-time. Others believe that due to 
technological limitations and objections, it is uncertain that these devices will ever achieve actual mindreading 
capacity.19 Earlier this summer, a study determined that brain scans can translate a person's thoughts into 
words.20 Mindreading aside, the use of neurotechnology could make available a wealth of information that could be 
used for a variety of potentially harmful purposes and in ways that raise a hornet's nest of potential legal issues.  

  II. Why does it matter?  

  The use of neurotechnology presents an opportunity for employers to implement a sophisticated and intrusive form 
of "bossware" to keep tabs on employees,21 but also to take advantage of significant potential for the promotion of 
health, well-being and economic growth.22 The dystopian potential, however, urges lawful and ethical application of 
neurotechnology to help and empower employees. If employers are not transparent about what data they are 
collecting and why, the use of these devices can undermine employee trust and morale, and discourage 
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employees' adoption even for beneficial purposes. As a proactive measure, organizations should adopt policies and 
practices that specify how and when neurotechnology may be used and setting reasonable limitations that comply 
with existing law.  

  Important privacy issues arise from the collection, storage, use and disclosure of neuroimaging data, as this data 
may reveal sensitive information about individuals' health and mental life, areas in which people have very clear 
privacy interests.23 Neurodata may also contain biomarkers for neurological diseases or be used as a means for 
human authentication. Although data privacy laws do not currently address neurodata expressly, regulators could 
consider neurodata to be a type of biometric information or other sensitive personal information subject to 
heightened notice requirements and restrictions on collection, usage, and disclosure. Mental autonomy is a major 
concern related to neurotechnology. Indeed, skeptics of the technology are right that when people "no longer feel 
free to 'reflect upon values, decisions, or propositions without threats of consequences,' this may lead to self-
censorship and an impaired feeling of autonomy."24 In other words, when people do not feel free to think their own 
thoughts, freedom of thought, personal autonomy, and authenticity are at risk.25  

  As the use of neurotechnology expands, so has global recognition of the technology and its associated risks and 
considerations. International organizations are getting involved. In 2019, the Organisation for Economic Co-
operation and Development (OECD) adopted the Recommendation of the Council on Responsibility Innovation in 
Neurotechnology, the first international standard in this domain.26 The Recommendation calls for responsible 
innovation in neurotechnology and aims to guide governments and innovators to anticipate and address the ethical, 
legal, and social challenges of novel neurotechnology, and embodies nine principles, including promoting 
responsible innovation, safeguarding personal brain data and other information, and anticipating and monitoring 
potential unintended use and/or misuse.27 The Council of Europe developed a five-year strategic plan for 2020 
through 2025 on the ethics of biomedicine, including a chapter on neurotechnology.28 Governments around the 
world are following suit as Chile and Spain pioneer the protection of neuro-rights.29 Advances in artificial 
intelligence, as well as the ethical principles around the use of AI can also help neurotechnology advance.30 
Actions and investigations by U.S. regulators are already underway for artificial intelligence, and neurotechnology 
regulation may not be far behind.  

  1. Privacy and Biometric Data  

  Compliance with privacy law is probably the first and most serious challenge raised by the use of neurotechnology 
in the workplace. Of course, common law invasion of privacy claims could be asserted if the technology is used 
without the employee's authorization.31 At minimum, employers should be transparent with workers about when 
and how they intend to use these technologies, and give workers a chance to ask questions and exercise any opt-
out rights before the technologies are put to use.   

  Although neuro-rights are not specifically called out by statute in the United States, the use of identifying biometric 
data is. In 2008, Illinois led the way in biometric legislation with the Biometric Information Privacy Act (BIPA). 
Among other things, BIPA requires entities that collect or use biometric data to maintain policies and procedures to 
use this data securely and transparently. Other states, including Texas,32 California,33 New York,34 North 
Carolina,35 Florida,36 and Washington37 have since passed their own biometric privacy laws, defining and barring 
purposes and processes for acquiring, processing, disclosing or selling biometric data.38 Moreover, thirteen US 
states have enacted so-called "comprehensive" consumer data privacy laws that impose heightened disclosure 
requirements and usage restrictions on biometrics information and other defined categories of sensitive personal 
information. While almost all of these laws exempt personal information collected in an employment context, the 
California Consumer Privacy Act (CCPA) does not.39 Under the CCPA, California employees have a number of 
rights to control personal information collected about them by their employers, including to access or correct such 
data, or to have it deleted (subject to various exceptions).40 Biometric privacy laws, particularly BIPA, have 
stringent enforcement implications for both employers and product developers.41 In 2019, the Illinois Supreme 
Court ruled that a procedural violation of BIPA is sufficient to support a private right of action under BIPA, "giving 
real teeth to the 200-plus BIPA actions already filed in Illinois."42 Subsequently, the biometric case Rosenbach v. 
Six Flags, whose litigation path ended in the Illinois Supreme Court, settled for up to $36 million based on 
allegations that Six Flags failed to comply with BIPA when scanning fingerprints for park entry without consent.43 
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The threat of potential lawsuits is not the only deterrence from violating BIPA procedural requirements. BIPA 
violations risk statutory damage awards from $1,000 to $5,000 per violation, damages that could add up 
significantly and create "ruinous liability" when considering that each individual collection can support a separate 
violation of BIPA.44 To mitigate risk, companies should evaluate data collected to determine whether BIPA applies, 
and take appropriate steps to comply with BIPA's substantive and procedural requirements.45 While neuroimaging 
is not specifically defined as a biometric identifier in existing biometric privacy laws, it is possible that a court could 
interpret existing statutes to include neuroimaging data as part of the biometric data umbrella.46  

  Outside the U.S., employees have various rights regarding the collection, use, and storage of personal health and 
biometric data. Under the European Union's General Data Protection Regulation (GDPR), employees have the right 
to be informed about what personal data will be collected, how personal data will be used, to access personal data 
held about them, and to rectify, delete, or block the processing of personal data under certain circumstances.47 In 
the EU, companies must obtain consumer consent to process personal data, if no other legal basis exists to do so. 
The rules in the UK are similar in that regard.   

  There has been discussion of whether to consider "brain data" another type of personal data because it makes 
people who they are - the core of behavior, emotion, and identity.48 There is a great amount of pressure for neuro-
rights governance frameworks to ensure that it is protected from abuse or misuse.49  

  The UK Information Commissioner's Office (ICO) has issued guidance on the use of neurodata in the workplace, 
asserting employers must be transparent in the use of neurodata and any use should be fair and lawful.50 ICO 
guidance recognizes the power imbalance between an employer and employee as "workers are likely to feel that 
they have no choice but to give [their employer] consent."51 Whether legitimate consent can be freely given in an 
employment setting is an open question. Germany's legislature, too, has grappled with this consent question in the 
German Federal Data Protection Act, where the circumstances under which consent was given are considered, 
including the level of dependence of the employee in the employment relationship, whether legal or economic 
advantage is achieved for the employee in consenting to the disclosure, or if the employer and employee are 
pursuing similar interests.52 Employee consent in Germany is freely given only when associated with a legal or 
economic advantage for the employee or if the employer and employee are pursuing the same interests. GDPR and 
other laws have similar requirements that consent be "freely given" and cannot be "compelled."53 Guidance from 
the European Data Protection Board indicates that employees are considered to "consent" to collection of personal 
data by their employers only in limited circumstances given the "imbalance of power" between employers and their 
employees.54  

  Under the GDPR, an entity may only process personal data if it has at least one of six statutorily enumerated 
lawful basis for doing so. These bases include consent from the individual (although, as noted above, consent may 
be difficult to obtain, particularly in the employment context), the necessity for the performance of a contract, 
compliance with a legal obligation, protecting the vital interests of the data subject or of another natural person, 
necessity for the performance of a task carried out in the public interest, and necessity for the purposes of the 
business's (or a third party's) legitimate interests, provided that the interests or fundamental rights and freedoms of 
the individual do not override those legitimate interests.55 Employers must establish that their processing of 
neurodata is justified under at least one of these bases. Furthermore, employees should have all of their data held 
centrally in a responsible manner to comply fully with any data requests from employees and ensure data security 
against unauthorized access. Of course, as with other forms of "new technologies," privacy laws likely would require 
employers to perform a privacy impact assessment both under European and U.S. laws (i.e., in California).56  

  2. Discrimination  

  Employers should be careful to consider the potential algorithmic bias that neurodevices could express and the 
potential discriminatory uses of neurodata before deploying neurotechnology in the workplace. Using neurodata in 
the hiring process, for example, could be particularly challenging. It is conceivable that a worker could be subject to 
discipline, lack of advancement, or other adverse action due to specific mental traits or certain beliefs, or the 
absence of certain traits that can be determined from neuroimaging.57 Neurotechnology could allow for studying 
brain activity that indicates the presence or absence of racial bias, an obvious use case for hiring new police 
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officers.58 Similarly, an employer that uses candidate or employee data showing signs of mental stress could risk 
disability discrimination claims under federal and state law, if the employer uses such data to make adverse hiring 
decisions or take other employment actions. Unsurprisingly, such applications could create a significant risk of 
misidentification and misinterpretation of brain data leading to false attribution of mental traits and states. Moreover, 
decisions based upon the detection of mental states disregard a person's ability to internally deliberate and mediate 
those states before translating them into action.  

  3. Disability Accommodations   

  Deployment of neurotechnology in the workplace could also have unintended consequences implicating workers' 
disability rights. For example, data acquired from the use of neurotechnology may suggest that a worker is 
experiencing fatigue, lack of focus, or other mental conditions that trigger the need to discuss potential reasonable 
accommodations as part of the interactive dialogue required under the Americans with Disabilities Act. Further, 
employers must consider what accommodations may and/or must be required to equitably implement the use of 
neurotechnology. Given these risks, employers rolling out neurotechnology in the workplace should consider 
whether to adopt policies addressing disability rights implicated by this technology.  

  4. Workers' Compensation and General Liability Concerns  

  In addition, employers should remain aware of any liability risks associated with using, or requiring the use of, 
neurotechnology. For example, the use of this technology may have adverse long-term effects that could trigger 
workers' compensation liability. There are known concerns with brain stimulation that may cause unsolicited and 
unpredictable alterations in people's personality, mental traits, and demeanor.59 Employers therefore should 
consider potential liability associated with biological, psychological, and/or physical injury.  

  5. Trade Secrets and Reasonable Measures to Protect Data  

  Neurotechnology also offers a new frontier for employers litigating trade secrets and employee mobility cases. 
Trade secrets are protected under the federal Defend Trade Secrets Act,60 the U.S. Uniform Trade Secrets Act, as 
enacted by the various states, and the EU Trade Secrets Directive,61 as well as the Economic Espionage Act,62 
which makes it a federal crime in the United States to steal a company's trade secrets. In civil litigation under 
federal and state law, a trade secret plaintiff must show that it takes "reasonable measures" to protect its trade 
secret data, typically a fact-specific inquiry based on the level of sensitivity of the data and the employee's level of 
access.63 With the advent of neurotechnology and its potential for providing an early warning system to employers 
about the illicit thoughts of employees planning to misappropriate data and leave for a competitor, it may be 
possible for companies on the hiring end to argue that their new employee's taking of trade secret data is not 
actionable because the former employer failed to deploy and use neurotechnology that would have given it advance 
notice to take earlier action to protect their trade secrets. While the reader may now view such an argument 
farfetched, it is notable that in the early 2000s, most companies did not use digital monitoring technology as they do 
today, and the use of such monitoring technology is often the core evidence used by trade secret plaintiffs seeking 
injunctions against their former employees. The standard for what constitutes "reasonable measures" is also 
constantly evolving in these types of cases and neurotechnology offers a new, even more complex avenue for 
litigants to argue about what prophylactic steps are necessary to secure trade secret protection.  

  III. Approaches to Evaluating Use  

  There are some best practices emerging on the use of neurotechnology. These include the appointment of 
advisory boards, the development of guidelines, responsible technology transfer, socially responsible investment, 
and following industry standards and regulatory issues.64 Employers should consider as early as possible who in 
its organization65 will be best suited to work together to implement these best practices and track changes in the 
course of conduct regarding this nascent technology.   

  While it is important for an employer to evaluate its own use of neurotechnology and implement best practices, it 
also should evaluate the practices of technology providers who are delivering the neurotechnology tools. Common 
in the technology industry are evaluations of product and service providers' privacy and security practices, industry-
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specific regulatory compliance issues, business continuity, adherence to recognized standards, and use of 
subcontractors. Neurotechnology adds another layer of review that will be required. Some companies may lack the 
organizational and financial resources to have adequate safeguards when providing this technology. Providers 
should be evaluated robustly, because the stakes are simply higher for the use of neurotechnology.   

  Start-up companies developing neurotechnology for the workplace may have the most to offer, but be the least 
able to proceed cautiously. Because some start-ups, particularly considering available resources and organizational 
age, will not have the means to tackle these issues all on their own, they must engage in partnerships with others 
(including their investors) who can.66 Start-ups, who sometimes have intellectual property from university inventors 
and are less tied to existing corporate norms, can propel innovation in this space and should be viewed as essential 
to this industry - albeit a set of players that also needs diligence by itself and others.  

  Companies can learn from others, but there cannot be a one-size-fits-all approach.67 Organizations must consider 
the purpose of the application, applicable regulatory frameworks, the users, and risk tolerance in determining how it 
will proceed. Organizations would be well served to prepare now before the time comes to actually use 
neurotechnology.  

  IV. Summary  

  In sum, neurotechnology is sure to put general counsels' offices on their heels. Major unanswered questions 
include:  

  * How can consent to the use of this new type of technology be freely given in the employee-employer 
relationship?   

  * How does the collection, use, disclosure, and storage of neural data implicate U.S. biometric data laws, 
consumer privacy laws, and HIPAA?  

  * Are there hidden algorithmic biases inherent in the use of neurotechnology that employers should be aware of? 
What are the potential discriminatory uses of this tech?  

  * What are the risks of biological, psychological, or physical injury from the use of neurotechnology? What level of 
employee injury, resulting from the use of neurotechnology, could result in claims for workers' compensation?   

  * How does neural performance tracking implicate disability laws and potentially trigger a duty to offer reasonable 
accommodations?   

  * What procedures, tools, and personnel does the employer have to evaluate its own use of neurotechnology? 
How should it evaluate the provision of neurotechnology by third-party vendors?  

  While the answers are not clear, organizations should both be excited about the possibilities and tread carefully as 
we move into this new world. Organizations collecting neurodata should take steps - similar to those recommended 
for biometric data - to ensure compliance with emerging laws, to address regulatory risks, and avoid private 
lawsuits. These steps include:  

  * Assessing whether biometric laws like BIPA and other data privacy laws apply to the collection, use, disclosure, 
deletion, and storage of neurodata;  

  * Determining whether possessor and/or protector obligations apply;  

  * Ensuring compliance with notice and consent requirements;   

  * Implementing security measures to protect the data;   

  * Establishing a retention schedule for the data;  

  * Collecting, using, and disclosing neurodata data only with a permitted statutory basis;68  
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  * Monitoring artificial intelligence advances and their guideposts; and  

  * Evaluating its technology use and its technology provider carefully.   

  At minimum, employers should be transparent with workers about when and how they intend to use these 
technologies, and give workers a chance to ask questions and exercise any opt-out rights before the technologies 
are put in use. And, if you are thinking it might be wise to seek counsel about what data is retained, and how it is 
kept and used, to ensure compliance with applicable law and current industry standards: we read your mind.  
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  32. Capture or Use of Biometric Identifier Act (CUBI), Tex. Bus. & Com. Code Ann. § 503.001 (barring the capture 
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person under BIPA when fingerprint was taken for a season pass without the provision of written consent required 
by BIPA); see generally Roberson v. Maestro Consulting Servs., 507 F.Supp.3d 998 (S.D. Ill. 2020); see generally 
Cothron v. White Castle Sys., 216 N.E.3d 918, as modified on denial of reh'g (Ill. 2023).  

  43. Rosenbach, 129 N.E.3d 1197; see also Judy Greenwald, Six Flags Settles Illinois Biometric Case, Bus. Ins. 
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Liquidated Damages are Discretionary, Davis Wright Tremaine (Aug. 15, 2023), https://www.dwt.com/blogs/privacy-
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  62. 18 U.S.C. § 1833.  
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  66. Id. at 22.  

  67. Id.
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